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1 ABSTRACT

Geospatial visualization is playing an increasinighportant part in the planning and public discassbf
infrastructure projects. In addition to pre-rendengghly realistic imagery, interactive viewers havecome
an important tool for this task. Advances in remagtechnology and performance have reduced thargap
visual quality between pre-rendered imagery antitne& applications, and the additional possilektiof a
live visualization may become important tools ie ttecision making process.

Historically, the step from GIS data or a highlytadled architectural model to a representation fhat
suitable for real-time display has been complexraagired a very finely tuned workflow. On the atkale,
the general public is relatively spoiled by theremxiely high quality of computer games and CGI films
Naturally, a tremendous amount of work and timiypécally spent to fully optimize computer games tloe
available hardware. This is usually not possibledeospatial visualization tasks, but nonethelesseat
interactive viewing applications must strive toiasle similar quality and performance to be sucagssf

In this paper, we present GEARViewer, a state ef dint geospatial rendering framework developed at
VRVis. Developed in close cooperation with majoakstolders in the Austrian road and railway
infrastructure, it bridges the gap between GIS iappbns and real-time rendering, and achievesga hi
degree of realism and performance while supporiagy of the tasks involved in geospatial visuaiires.

2 INTRODUCTION

In the planning and public discussion of largeasfructure projects, many decisions need to be riede
depend on a good understanding of how the projékcfitinto its environment. Traditionally, thisds been
done with 2D plans, architectural drawings or medered still and motion pictures. However, esplgdia
the case of the general public, a more versatieractive approach may be helpful to provide debet
understanding of the project.

The essential technology for interactive visuaima has been demonstrated by numerous games, where
vast environments were displayed with formidabl&ail@nd realism, and it should certainly be pdsstb

build a geospatial viewer application with similzapabilities. However, games are typically high detd
productions with long development cycles, and @vedering system and 3D models are often finelydune
for the best possible quality and performance. Td&velopment style is not quite suitable for
geovisualization projects, where changes need indoeporated on short notice, and manpower iscffyi

much more limited. Furthermore, data is often @e&ah GIS or architectural modeling applicationsd a
with different goals than real-time rendering. Thipically means that the available models may bt
directly suitable — they may be much too detaitedynly available as outlines, missing surface dgsons.

Therefore, preparing models for interactive viszation requires a different workflow and other tothan
typical 3D game engineering. This also applieh&ftunctionality available in the viewing appliaatiitself,
which servers a different purpose than most garagim environments. From experience, especially in
planning discussions, the main benefit does natdlely in a photorealistic display. Much more esisé is

the capability of being able to explain complexemelations, enrich common 2D planning data by
embedding it in a spatial 3D context (possibly tbge with simulation input), and being able to aesw
complex questions live with a suitable toolset,shéometimes requires a certain degree of abgtracti

In the following text, we will present GEARViewean interactive geospatial viewer developed in recen
years at VRVis in collaboration with large Austrianfrastructure providers and civil engineering
consultants. After an overview of related work, will discuss the basic architecture functionalitfyomr
system and provide detail on how various desigtisiets were made. Finally, we will present the vitonk
supported by our system, and show how it was usésld practical applications.
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3 RELATED WORK

Basically all software currently in use in the @ief planning, GIS and simulation has more or fessure
rich and realistic visualization front ends in gsrtfolio, trying to serve the need for realistid 8lisplay.
Depending on their respective evolutionary histongrket demands and overall resources, the vistializ
capabilities vary from rudimentary (i.e. speciatizémulation packages) to highly sophisticatednasome
modern CAD, 3D modeling or GIS packages. Despiteithpressive development in this area, existing
systems may have their individual strengths bugrotilso drastic shortcomings especially when iteio
real-time and interactive display. The main proldemsually concern extensive data, either through-hi
resolution orthophotography, massive laser scankighly detailed 3D models; smooth integration of
numerous 3D data formats, render performance aadfitional output and interchange options.

As an example, ArcScene (the 3D front end to ESRtycts with real-time capabilities [ARCSCENE])
already offers seamless GIS data integration ahigtaquality level of geospatial visualization, thas its
limits when trying to enforce highest data resalodi, and the integration of data from external 3@leting
packages is laborious and sometimes even imposdibke resulting display quality (i.e. texturingckaof
shader effects) and performance lags behind stale @rt real-time scenes (see Figure 1).

-
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Fig. 1: Comparison of GEARViewer and ArcScene ah\2ls of detail. Left: GEARViewer showing 5¢cm orttmaige overview and
close up (with line of sight GUI); Right: ArcScené&lwsame dataset and viewpoints at maximum capacity

Google Earth [GOOGLE] shows a similar situationhngixtremely powerful imagery handling, a decent 3D
model interface and also good rendering capalsiiieit a noticeable weak spot in terrain resoluéod
handling, and generally limited interactive anayt®iols that mostly focus on current situation deltéch is
usually not satisfactory for planning projects.

The very broad and complex software branch of 3[@eting packages offers almost unlimited possibtiti
in 3D model generation as is impressively showvairnous CGI movies. Together with GIS, many CAD and
modeling packages pose a major backbone when itegom visualizing planning projects. Various
standardized and to some degree convertible efgonats are the base for using this huge pool ofgutul
tools also for real-time output. Their main strénghd focus today however lies in streamlined pipsl|for
rendered images and film output, which usually ¢t@sflicting requirements to real-time scenes. Tiweee
most of the sophisticated effects and tools cahaaghade available in real-time models.

A number of real-time rendering engines are avhilabday that make use of cutting edge hardware
development and GPU features with impressive dyseféects, detail and performance. Examples fohsuc
systems include NVIDIA SceniX [NVIDIA], OGRE [OGREPpenSceneGraph [OSG], and many game
engines (which also typically provide infrastruetuior input handling, game entities, and animatowl
gameplay scripting) [GAMEBRYO, QUEST3D, VALVE].

Typically, rendering and game engines are only wsethe foundation for the actual development, @and
sizeable team of programmers and content creatasecate to produce the final product. Thereforijen
rendering and game engines do not provide the iumadity sought in this project, they could certgibe
used as the starting point for development, anthah the rendering framework developed at VRVis and
used as the foundation for development has quitglasi functionality to OpenSceneGraph, with the
additional benefit of the development team beimgaaly familiar with its codebase, and the core kpezs
being readily available to fine tune and adaptdtgabilities for our purposes.
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4 SYSTEM OVERVIEW

In a typical application, the system is used tosené various alternatives of a given infrastruciureect.
The entire scene can be interactively exploredicénvig between project alternatives, adjusting idayland
illumination parameters, taking measurements teigeoexact visibility and distance information, amging
a number of other features.
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Fig. 2: GEARViewer main render window with varioub/Gelements.

==

Support for switching between alternatives is pded by allowing multiple scenarios (which may be
different design options, present and planned systéc.) for the presented scene. Each scenamade up
of a number of layers that can be individually shaw hidden at runtime. In turn, each layer cossiftat
least one original model; individual models are borad and packed at load time for efficient renufgri
Therefore, switching between layers or scenariogig fast once data is retained in memory.

The interrelation between models, layers and s@en@ stored in an XML based scene descriptiohitha
loaded at startup. This scene description alsoralsnivhich parts of the scene are used for tesigmjnst
collisions and which texture and shader attribtdasse for each model, defines the animation ndtsvosed
for dynamic content in the scene, and providesrathtails.

To support loading a variety of models, a flexilstgport mechanism supports loading a variety of sesir
its modular structure is easily adaptable to neva c¢&ructures and file formats. All data is savedan
optimized, binary cache file format. These caclesftan be loaded directly and used instead obtiginal
source data. Therefore, a closed data packageecanpplied to third parties instead of having tegiway
the original source data. Cache files are alsachengeable between scenarios and visualizatigeqtso
which provides advantages when complex importsirecignificant processing time.

Various overrides are possible at load time withihwt need for re-importing source data. This inetud
offsets, scale and rotation transforms, and assigsinader programs and other rendering propeBeisg
this externally to the original model and cachedfihllows one to use a base model that doesn't tockee
touched for fine tuning or model reuse, and alsok&/dor file formats that do not support these ertips.

The GEARViewer Ul (Figure 2) consists mainly ofudl creen sized main render window showing thé rea
time scene as large as possible. Navigation is@stgpusing a mouse, keyboard, game pad or spasemou
The small GUI elements displayed at the bottormrhefdcreen contain the most often used settingsuend
grouped thematically into i.e. viewpoint contraiamera paths, scenario handling, output or 2D mdpcan

be minimized to title-bar size or closed completiélynneeded. Hidden in a roll-over sidebar areitamithl
expert settings to gain access over the whole fieelture and parameter settings such as lighting and
advanced HDR, animation or clipping plane contust jto name a few. The arrangement and availalufity
GUI elements is configurable according to respectaquirements and some elements appear autorhatical
when triggering certain features such as the meama visibility toolset or video render-output.tiopally,

a full-screen stereo rendering mode (without GEhents) is also available.
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4.1 System Features

4.1.1 Geospatial File Formats

Traditionally, the exchange format for providingtaldrom GIS applications to real-time renderingtsys
required a detour to one of the mainstream geonfiigriormats (VRML, 3DS, OBJ, COLLADA, etc.). This
required additional steps in the workflow to preptre geometric model and often resulted in mottels
were not ideally suitable for rendering. To supostreamlined workflow and to optimize renderinglity

and performance, we decided to natively supporumber of geospatial file formats. Specifically, our
system handles georeferenced imagery (like orthioghoESRI shapefile data, and ArcGrid raster data
natively, providing a range of import options foreating geometry from GIS input data. Of course
traditional model formats like VRML are also supieal.

Fig. 3: The real-time scene combines source data frumerous GIS, CAD and 3D modeler applicationsebus levels of detail.

Typically, the working space of our system is thestkian MGI projection, and the framework assunhes t
input data is all provided in the same georeferdmprejection using cartesian model coordinateso#aatic
reprojection from other reference systems is ondytiglly supported, but we intend to extend this
functionality and provide full functionality in o¢in working spaces in the future.

Georeferenced imagery can be used for applyingitestto arbitrary geometry (both created from sfil@ge
or raster data, and models loaded from VRML fileamy other input file format); they can also bedias a
data source for the 2D map view. Textures are jegted to the working space of our system as reduir

ESRI Shapefiles are supported using PointZ, (PaigZ and (Multi)PolygonZ features. Automatic lifyrof
2D data to the scene is currently not supporteatesihere is no provision for specifying which paot the
scene should be used for lifting. Upon import, stidg coordinates and database attributes can &g tos
influence geometry creation. Our system supportérary calculations through C# expressions that ar
compiled on the fly and evaluated for each datatpdior example, this can be used to control extrus
parameters or scaling of individual instances basedatabase fields.

Shapefile information can then be used in a vaétyways. Point data can be used for automatioephent

of hardware instanced geometry like trees, usingpsfile attributes to select individual models and
transformation parameter. Linear features can $i@alred as is (for example, color coded to shophisaes
from highway noise simulations) or used in comhboratvith user defined cross section profiles targoke
simple features such as noise barriers or fenciemllf; polygonal information can also be extruded
vertically; for example, this feature has been usdédnsively to create block models from buildinglines,
using a simple concrete texture for the sidewaits georeferenced orthophotography for the top sarfa

ArcGrid raster data is ideally suited for creatiagge terrain models. The original raster dataseduto
create a level of detail hierarchy so that disparts of the terrain model can be rendered at loesmlutions
to optimize resource and performance costs. Simc&wd data may contain values signifying missiaded
these data points can be either left out (creatisidple holes in the resulting terrain model) orpped to a
predefined value. For example, this functionalityused to create space in terrain models wheresaticas
need to be displayed (and the original surfacehen DEM would interfere), or where smaller, higher-
resolution insets are available. Again, the geoesfe=d image data mentioned above is used to apdigce
detail to the terrain model. Both the level of detalection strategy and the texture resolutianefach level
of detail can be specified by the user for optinealilts in each application case.

Due to the modular architecture of our framewonktegrating further data formats in the future is
straightforward, and does not impede any existingkilow.
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4.1.2 Time System

'‘Real time' is a difficult concept for presentirgde geospatial projects. For example, it may sralage to
present the looks of a new building over the coofs& day compressed into a few minutes, or tostdhe
animation time system to quickly populate animati@tworks on startup or to handle non-real-timegout
properly. Therefore, our system includes threeediffit time systemsnimation timeis used to determine
vehicle speedenvironment time&ontrols lighting effects such as sun position ashddows, andutput time
is typically real-time for interaction, but for réering video output is set to a fixed rate per ezad frame.
Animation and environmental time can be either g#ap(frozen) or coupled to output time using vagyin
factors. Therefore, vehicle animation may for exempe slowed down to be less distracting, and
environmental time may be simultaneously sped uja tgrge factor to present a full day/night cyaieai
short period of time. Additionally, environment #ncan be freely set to arbitrary values to quickéw the
scene at a specified date or time.

4.1.3 Path-based Vehicle Animation

In many cases, enriching the presented environmihtvehicle traffic or other dynamic content givie
end user a better impression of the effects ofglamned project. Two variants of such an animation
subsystem are currently under development, and coayxist within any scenario. One is suitable for
vehicles that are strictly bound to existing patii® trains which must of course always remaintracks,
while the other is geared towards more autonometgckes, allowing cars to react to their environtreemd
change lanes. Both variants also support vehi@d@sho simulate trains or trailer trucks.

The basic structure is essentially the same: eatchation network is defined by a number of polyfine
within a shapefile, with the line itself providinbe central axis of an animation path, and atteébwtithin
the shapefile being available to define the inténdehicle direction, maximum speed, information how
paths might form multiple logically connected lamés road) target traffic density, and other dstai

For each network, the system then identifies ptssiburce and drain nodes. To release a new velicle
random source is chosen and a random path toramvde is found according to the targeted traffingity.

Vehicles are rendered using hardware instancirgggdometry and texture data of each vehicle moalgl o
exists once, and is repeated on the GPU hardwarfteasas required using appropriate transformation
each vehicle position. To improve diversity, coloas be adjusted for each instance through a cugioeh
shader. A simple modulation of the present (tejtaotors typically does not produce the desiredlteso
we use a separate texture color channel to modo&iteeen the original texture and the per-instader.

In our system, this information is stored in amrfination map that accompanies most models to dieclu
self-luminance information for nighttime sceneswdwoer it would be equally possible to use, for eglam
the alpha channel of an RGBA texture.

Vehicle position updates are constantly calcul@tea separate thread, and are therefore independiéme
current render frame rate. For strictly path bouebicles, all path segments from source to draiterare
pre-calculated and merged into a single path ugdwiclie creation. This merged path is then useditbate
the vehicle at constant speed. After each positjmhate, front and rear axes of each vehicle arécekp
constrained to remain on the path; in the casesbicle chains the training sub-vehicles are algmad on
the path behind the main vehicle. On the other hantbnomous vehicles only receive their targepe,
and are designed to automatically find a suitablge. They can exploit logical connections betwpaths
forming multiple lanes of the same road, and tlweefchange lanes for more realistic behavior. These
vehicles are also aware of other traffic and adjusir speed accordingly to avoid collisions. Tinisreased
realism also comes at a higher computational ¢mstever in our current prototype the main bottlénisc
still displaying larger numbers of vehicles, and t@ calculations required for updating their gioss.

4.1.4 Environment

Our system supports a geospatial reference locati@tcurately depict the sun position and lightomga
given longitude and latitude. Currently the skyaadered using a Preetham day sky model [PREETHAM]
and optional cloud layers. In addition, the sunitpms is used for calculating dynamic illuminati@nd
shadow mapping of the scene as well as day/nigirigds. Many parameters of the system are userléynab
such as shadow map extents, resolution and bida#limgination intensity and shadow contrast, andldimg

high dynamic range rendering with support for adeaheffects such as blooming and dynamic brightness
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adaptation. This enables the user to fine tunestivronment for specific visualization purposes atore
and recall all parameters to quickly switch betwdiierent setups.

5 SOFTWARE ARCHITECTURE

Our viewer is based on a general purpose rendéamgework that is under active development at VRVis
and used in a large number of applications. Thegmted application is currently one of the primasgrs of
this library, and its specific requirements areref@re actively driving its development, with intated
support for geospatial file formats, special fuoet for georeferenced imagery, and the capability o
handling very large data sets. It was develope@#na language that greatly facilitated the muitittded
design of our framework and provides automatic nrgnneanagement which minimizes the effort required
for tracking resource usage and avoiding memorkslea

Internally, the scene description explained in $lystem overview is converted into a hierarchicangc
graph data structure, which is then traversedratime for rendering. This hierarchy maps very welthe
scene/scenario/layer/model concept, and switch@tgden scenarios or enabling or disabling layenplsi
activates or deactivates parts of the graph ateretighe. The hierarchical nature of the graph &sditates
geometric queries into the graph, since large peats be quickly excluded when testing for possible
intersections or visibility.

5.1 Render Precision

Particular care must be taken to avoid numericatipron problems given the enormous extents otafpi
geospatial visualization projects and the fact thatent graphics hardware typically only suppdidating
point calculations with limited precision, whichuses rendering artifacts due to numerical rounéimgrs
when using global coordinates or even a geospai@idinate system that uses large offsets (sutiTas).

Instead, our system uses a floating origin approaath local coordinate frames for all models. Local
coordinate frames have the advantage of cache tfitsare independent of the actual placement ®f th
model within the scene, and which are therefordyes=susable across projects. At runtime, the pleeet
offsets and scene origin are resolved internalltire to the current camera position, such théged$ sent
to the GPU for objects close to the viewpoint anargnteed to be small, and therefore renderecedtaht
possible precision.

A similar problem exists with the z-buffer algonthused by graphics hardware to determine visibility
[CATMULL]. Sub-optimal parameters either cause sealements that should be visible to disappear
because they are outside the clipping range, aecaisual artifacts (z-fighting) when the limitedmerical
resolution of the buffer causes scene elements t@$olved incorrectly [HEDENUS]. The latter prohlés
particularly problematic: for example, a typical adeb of overhead signs requires a resolution of fem
display correctly, and is visible at large distasic&/e have found that no single strategy was deitiaball
cases, so we have implemented a number of usetaake strategies that provide various tradeoffaéen
scene complexity, display quality and render penfmce.

One approach that requires very little computaticnat is adjusting the near and far clipping diseabased
on the absolute height (relative to the scene myigi the viewpoint. This provides a good approxXiomato

viewing objects at close range when near the groamd being able to view distant objects when ligbve
ground. We have found that this approach worksequéll for relatively flat terrain.

If the environment is significantly more profilechdh intersection calculations to the ground surfaoe
available, this approach can be modified to use@lgoound level (AGL) altitude instead of absolhggght.

This requires only one ray cast, and works weté ground model is watertight. If it is not, ahe ray cast
misses an intersection, possible strategies map be-use the previous ground level, to perforneeord,

slightly offset ray cast, or to fall back to thdenence-z approach. Furthermore, these ray castsfeen

performed anyway to display AGL elevation to therugind are therefore essentially available fa.fre

However, this approach only take into account thengetry that is directly below the viewer, and éfiere
cannot incorporate structures that stand high almoeend. One example would be viewing a bridge
spanning a deep valley, where the system wouldhasti a high altitude above the ground below, wihile
actuality the bridge may be very close to the viev@ur system can use kd-Trees for efficient irgetion
calculation, and this data structure also suppddsest-point queries, such that it is quite easfind the
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closest triangle vertex; this can then be usedafijusting the near clipping plane appropriatelye Tar
clipping distance can then be adjusted using edhtre aforementioned strategies.

In summary, none of these solutions provide the besult in all possible scenarios, especially sinc
significant parts of the environment are often eded from intersection calculations for performaace
memory efficiency. However, we find that one ofsbepproaches typically works well for a given scen

5.2 Texture and Shader Management

Texture maps are crucial for adding detail to oigjeand are heavily used in typical geospatialalization
scenes — often adding up to hundreds of megabytetore memory. In addition to this massive reseu
consumption, frequent switching between textures &astrong negative impact on render performance.
Therefore, optimized texture handling is crucial fitee overall performance. In our system, textwas be
specified in many common image formats to fac#itsburce input. Textures are then internally caedeto

the compressed DDS1, 3 or 5 formats [IOURCHA] deleg on the source texture and input settings. In
addition to the common diffuse color textures, fddal textures (for example, for illumination cormal
mapping) are supported by looking for specially adntexture files next to the original data. Thiewb
even models created in formats that do not suppaiti-texturing to be created using standard t@oid
subsequently augmented with additional texturermédion.

To streamline the model creation workflow, spesigbport was added to automatically apply georeteen
images as textures to arbitrary input models. Tihese models can be supplied in formats that do not
support texturing, or created in applications whapelying area-wide images as textures is cumbersom
For example, this approach is used to automatitadlgl and texture polygonal features from shapefied
raster digital elevation maps without the needifianual interaction (see also Section 6 for details)

Where possible, multiple small textures are paciked larger atlases to reduce the number of context
switches while rendering. Special care must bentdlkextures are used as repeating patterns, @asdid
bleeding into adjacent textures when using filtei@dure lookups or mipmapping; in our system teegu
receive a predefined padding that is sufficientfiikering and a limited number of mipmap levelexiures
that are found to be sensitive to such artifactsbEaspecifically excluded from packing.

As has been mentioned earlier, shader programsotiredt rendering parameters are decoupled from the
actual geometry, and are assigned at special rha@sg the traversal of the scene graph (and theref
apply to entire subgraphs and the models represé¢inéeein). They are therefore easy to changepsace,

and in fact can be reloaded at runtime to facditdébugging and fine tuning shader parameters. ke
adding new shaders to the system at runtime igictlyrnot supported.

The shader infrastructure is partially exposed#dnd user, with much detail abstracted away ufticent
flexibility to allow users to essentially creatditwary shaders. This functionality has been usedardware
instancing, per-instance model variation, spedgfiting effects (reflection mapping, animated tegty and
others), and simple vertex animation in cases wadud-blown animation network would be overkill.

6 WORKFLOW

The workflow from raw project data to the finalénactive scene varies in detail according to alkdlmput
data, project need and of course the aspired coihpléisplay quality and level of detail which asrectly
constrained by the overall budget. Exceeding b&dl8 data visualization, further refinement for more
detailed planning projects or special questionssfasvn later on) is always possible and usualllized by
integrating more or less detailed additional vrmdd®els into the scene. The model creation itselids
elaborated further in this text, as the range &isre products capable of producing detailed 3Riem®is
vast, as are the available export formats withr imelividual strengths and weaknesses. Vrml is aisigd as

a container format and was chosen due to its widpggation and sufficient features.

Care was taken to keep the necessary manual pesging steps as low as possible. The choice faB#dc

as format for the digital terrain model (DTM) wasae because it is fairly efficient, well documengeuil
therefore also established in a large range of centiad products. The shapefile format is also thgtdy
documented and widely available. Essentially, trenual preprocessing steps are the selection and is
thematic filtering of source data according to ithetended use, and converting 2D vector-geometey (
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isophones) to 3D by conforming to terrain elevatidor use as thematic overlays (since this stepots
currently available in our framework).

| GIS-database provides various well attributed 2D/3D-GIS-Data (vector-data, imagery, terrain-data etc.) |

Digital Terrain Model: 3D-Objects: Thematic Overlays:

| 3D polyline geometry [.shp] | | 3D polyline geometry [.shp] | | 2D isophone polylines [.shp] |
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Fig. 4: Workflow from raw data to combined inteiigetreal-time scene in GEARViewer.
This example is focused on fully automated scemeigagion based on readily available data.

6.1 Example: ASFINAG — Dynamic Noise Map

The goal of the “Dynamic Noise Map” project, deyed in close collaboration with ASFINAG (primary
federal road network provider in Austria) was tchamce the substantial AFINAG GIS information by
displaying terrain data together with thematic tas in an interactive real-time environment with
additional usability features. A major demand wasdampletely eliminate manual processing stepgHer
scene, in order to provide similar models in theafe: for any other given area covered by the datbat
the push of a button”. This was to be demonstrated previously defined sample area.

Input data from the ASFINAG GIS database providikdhecessary information to build a high-resolution
landscape model of the chosen motorway segmentitandurroundings. The data itself was initially
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generated mostly by an area-wide aerial survey iangkrviced by ASFINAG GIS-staff and its survey
subcontractors who also provide the same data mai#ly2D intranet web service application.

The extent of the chosen project area was ~12 xlfsulting in an area of 192 km2 at a DTM raster
resolution of 1m? covered with aerial imagery aesolution of 25cm per pixel. A close-up range vilib
same DTM resolution was defined with 5 x 7km (35kin#t at a much higher orthoimage resolution of 5cm

The terrain grid was generated from contour lin@gak lines and points. 3D object information was
available as 3D line/polygon features, either beiriaseline or in case of buildings and bridgeddpesdge
with the corresponding attribute information such lauilding- or noise barrier-height. Depending on
geometry and object type, different extrusions t@xtlires were applied to generate suitable scemeesits.

After sifting through the data structure and avddageometry and attributes, the vector-data whtisfo
individual content related shapefiles (i.e. buifiinbridges, noise barriers, guard rails, etc.).dach shape,
suitable import parameters were configured, marmpgih necessary parameters such as extrusion height
texturing, capping and transformations. Similatlye parameters for 2D navigation map creation from
orthophotos and for the terrain generation were t&@sted and defined.

These parameters were then used to create thealceoéne description, using predefined file namesb a
locations for input data. Therefore, subsequenbesgrom the GIS database using the same structuwriel
then be used to automatically create preprocesasatediles and visualizations for arbitrary areaishout
manual interaction. The resulting scene can thende& as is, or further refined manually using #igec
shaders, custom textures or additional modelscgresl. Figure 4 illustrates the presented workflow

The application enables the user to move freegniimteractive real-time environment, viewing & paang

the GIS data at its highest original resolution {I0TM with 5cm Ortho!). Also being able to moduiarl
enable and disable data layers and switch betweedefined sets and scenarios (i.e. day/night noise
isophones), together with measure and line of sightysis tools.

6.2 Example: Usage in various traffic infrastructure ard flood protection projects

The functionality and performance of GEARViewer taso led to utilization in several other planning
projects with large extents, very high detail apécialized requirements, where the provided teauyol
resulted in a very positive response throughoupthening process with public presentation andugison.

In many of these cases, the projects required ritegriation of models and data from a wide range of
planning companies and consultants. Typically, @& was used to provide large-scale landscaperésat
while the detailed object level was dominated byDCdata. Depending on the capabilities of the plagni
team, software and output formats, detailed objsath as buildings or bridges were built from szradut

of 2D plans and cross-sections, or directly integtavia textured 3D mesh exchange formats suctb&s 3
OBJ, VRML, etc. However even if a 3D model alreadkysted in various design programs, some manual
refinement was often required in order to makeuitable for real-time rendering. These tasks inetud
proper georeferencing, retexturing, reduction aérbwarding detail and geometry integrity checkawoid
coplanar geometry and other artifacts. Some ofethesues can now be corrected automatically during
import, or can be modified later on via shaderstber render parameters.

After the base scenes had been assembled, custmarshwere then used to further improve the overall
visual quality in a number of ways (see also Fig&eand 6):

* lllumination maps: simulating lights/ night scemariskyline, cars, tunnel safety equipment, etc.)
* Reflections: realistic architectural materials ggldacades or reflecting surfaces, etc.)

« Animated textures and texture movement: simulatiater flow and all kinds of time based material
changes also in combination with lllumination mégdesuds, signal beacons, billboards, etc.)

» Geometry position interpolation: simple geometryration according to various functions (rise and
fall of water levels, moving tower cranes, circlinglicopter, etc.)

Scenes were populated with multiple animation nédta/dor car and train traffic as well as other nmayi
object. Count and movement of traffic are roughdgdxl on externally simulated data to give an apmiabe
impression of the actual traffic density.
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GEARViewer: A State of the Art Real-Time Geospati@ialization Framework

Fig. 6: Real-time shader usage: illumination magfiection maps, texture & geometry animation

7 CONCLUSION AND FUTURE WORK

The goal of GEARViewer and its preceding developtmdras been to create a versatile framework for
displaying very large geospatial data in a reaktiemvironment, with suitable handling and Ul feasufor
presentation purposes. The system supports a dilnedmcontent creation workflow that integrates
geospatial file formats for optimal performance andtomizability.

In the future, we will continue to improve the hind and rendering performance for geospatial datat.
dynamic content, we will investigate how high-leuehffic analysis results for day or night traffar
changed project scenarios can be used to redligtpapulate the scenery with individual vehiclaesa way
that integrates well with the different time systemnd usage scenarios. Additionally, a more capable
scripting environment may be useful to control iséetion lights, and other dynamic content.

Finally, safety simulations (for example, flood,tesaflow, or fire and smoke spread) also overlag affiect
the infrastructural design process, and we arestigaging the integration of such effects in theuallization.
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